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013-18 Development '
: Phase
Develop a Project Plan for a
: staged implementation in
: agreement with LHC findings;
: further technical developments

i with industry, performance
udies for accelerator parts an e‘
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2018-19 Decisions :
On the basis of LHC data
and Project Plans (for CLIC and

other potential projects as FCC),
take decisions about next

. project(s) at the Energy Frontier.

COMBINER®
RINGE

DRIVEEBEAM@
LINACE

Two-Beam™estBtanddTBTS
TestBeam@lined) L)@

Accelerator collaboration with ~50 institutes
New institutes are joining:
In 2014 SINAP Shanghai and IPM Tehran

Detector collaboration operative with ~25 institutes

=,
Y

© C%
26, o)
A%
N L
|
3 G
¥ O
» ) . | 4
O Accelerator collaboration ‘ ’ @
@ Detector collaboration §
© Accelerator+ Detector collaboration f iy~
R ! Il * A | l aE I En l un
» - |

1 [l
*

Common work with ILC related to several acc. systems as part
of the LC coll., also related to initial stage physics and detector
developments

Common physics benchmarking with FCC pp and common
detect. challenges (ex: timing, granularity), as well as project

)

implementation studies (costs, power, infrastructures ...




Overview

Timetable

Registration
L. Modify my Registration
Speaker index

List of registrants

Accommodations
Insurance and Visa
information

How to come to CERN

Visitors' Portable
Computers Registration

CERN Shuttle service

CERN Bike sharing service

CLIC Study Website

Physics and Detector
Study Website

Video Services

Bank Transfer

The CLIC workshop 2015 will cover Accelerator as well as the Detector and Physics studies, with
its present status and programme for the coming years.

For the Accelerator studies, the workshop spans over 5 days: 26th-30th of January.
For CLICdp, the workshop is scheduled from Tuesday afternoon January 27th to lunchtime on

~260 registered (and ~200 talks)

, Main elements:

Open high energy frontier session session

Accelerator sessions focusing on collaboration efforts and plans
2015-2019, parallel sessions and plenary

High Gradient Applications for FELSs, industry, medical

Physics and detector sessions on current and future activities
Collaboration and Institute Boards

Sl Emeiaeneis oy oo Slpier o
sessions will be organised subject-wise by their conveners.
2- The CLICdp Institute Board meeting will take place over lunch on Thursday.

We are looking for the widest possible participation and in particular we will encourage
presentations and involvement of younger colleagues.

én :
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LINEAR COLLIDER COLLABORATION

Parameters, Design and Implementation M 3 | n aCtiVitieS

eIntegrated Baseline Design and Parameters
eIntegrated Modeling and Performance Studies
eFeedback Design, Background, Polarization
*Machine Protection & Operational Scenarios
eElectron and positron sources
eDamping Rings
*Ring-To-Main-Linac

*Main Linac - Two-Beam Accelerat
eBeam Delivery System
*Machine-Detector Interface (MDI eX-band Rf structure Design

*Drive Beam Complex eX-band Rf structure Production

*Cost, power, schedule, stages eX-band Rf structure High Power Testing

eNovel RF unit developments (high efficiency)

e|nstallation and Operation of High power Testing Facilities
eBasic High Gradient R&D

X-band Technologies

Experimental verificati

*CTF3 Consollidation & Upgrades

*Drive Beam phase feed-forward and feedbacks

eTwo-Beam module string, test with beam

¢Drive-beam front end including modulator development and injector
*Modulator development, magnet converters

*Drive Beam Photo Injector

eLow emittance ring tests

*Accelerator Beam System e
Technical Developments

eDamping Rings Superconducting Wiggler
eSurvey & Alignment

eQuadrupole Stability

*\WWarm Magnet Prototypes

eBeam Instrumentation and Control
eTwo-Beam module development

eBeam Intercepting Devices

eControls

PAVEYIRTET 22N VIS J-Ya2rd

Detector and Physics

ePhysics studies and benchmarking
eDetector optimisation
eTechnical developments



http://clic-study.web.cern.ch/content/clic-accelerator-activities
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LINEAR COLLIDER COLLABORATION

Parameters, Design and Implementation

eIntegrated Baseline Design and Parameters
eIntegrated Modeling and Performance Studies
eFeedback Design, Background, Polarization
*Machine Protection & Operational Scenarios
eElectron and positron sources

eDamping Rings

*Ring-To-Main-Linac

*Main Linac - Two-Beam Accelerat

eBeam Delivery System

*Machine-Detector Interface (MDI

*Drive Beam Complex

*Cost, power, schedule, stages

Detector and Physics

ePhysics studies and benchmarking
eDetector optimisation
eTechnical developments

Main activities


http://clic-study.web.cern.ch/content/clic-accelerator-activities

Good@echnicalPprogressdn2014,GnEany@omains:

Higgsbenchmarking®@tudiesfpaperlinderway)®@
Detector@®ptimisation@owardsEEhewLICRIetector@onceptl
Development@owards@mprovedZoftware@ools?
Vertex@echnology@R&DE 2014=>ANV G ertex@etector@echnology® ﬂb
Fine-grained®@alorimeter@R&DHCALICE, ElFCAL)l Successful2014ibeamitestsithovelHV-CMOSRechn . "%

ActiveHV-CMOSBensor
AC-couplediglue)@o@omplex
CLICpix@eadouthipl

f
i ip E %/'

. . ) ol ¥ CLICdp Work in Progr

*  Small@pixelsd 4 i

FastBignal@R@

Highfficiency@chieved?)

Possiblehanksol?) :

ObjectivesFor2015MillFocusin:@ viraton3tabityinaitfows

Full-scale®hermo-mechanical?
mock-up®fhe@ertex@letector

m anymon trib u to rS Engineering@tudiesnIBupport@tructures@nd@ir&oolin

Ultra-lightBupportsiesteddor

Consolidation@®fRhefewBoftware&ools?
PhysicsE>FocusBnore@n@BeyondBtandard@ModelXapabilitiesl
Continuation®fertex@echnologyR&DEl
Continuation®fifine-grained@alorimeter®R&DECALICE,FCALE
Start®fEnainBilicon@rackerR& DL

Lucieflinssen,BanuaryB0st20150 120

LuciefLinssen,| Banuar yBOstR0157

AfhewX LICRetectorR®onceptBH \//Zgg?

More information and details for each point



https://indico.cern.ch/event/336335/session/6/contribution/8

Table 1: Parameters for the CLIC energy stages of scenario A.

PO SSI b I e C |_| C Parameter Symbel  Unit Stage 1 | Stage 2 | Stage 3
. . Centre-of-mass energy V'S GeV 500 1400 3000
sta ge S stu d e d in Repetition frequency Frep Hz 50 50 50
Number of bunches per train He 354 312 312
Bunch separation At ns 0.5 0.5 0.5
Accelerating gradient G MV/m 80 B0/100 100
Total luminosity & 10*em™%s71 | 23 3.2 5.9
Luminosity above 99% of /5 SHo 10%*em 37| 14 1.3 2
i Main tunnel length km 13.2 272 48.3
NIRRT arge per bunc N 1 8 kN 3
,{\—» Charge per bunch 0o’ 6
. Bunch length o, um 72 44 44
IP beam size o, /g, nm 2000126 | ~60/1.5 | ~ 41
Normalised emittance (end of linac) &;/¢, nm 2350/20 | 660/20 | 660/20
Normalised emittance (IP) e /e, nm 2400/25 | — —
Estimated power consumption Poan MW 272 Ind 589

drive beam
I detector main beam

-
m= accelerator 100 MV/m

Table 2: Parameters for the CLIC energy stages of scenario B.

|
=275 km Parameter Symbol Unit Stage 1 Stage 2 | Stage 3
7 R Centre-of-mass energy VE GeV 500 1500 3000
e ™ Repetition frequency rep Hz 50 50 50
Number of bunches per train ny 312 312 312
Fig. 3.6: Simplified upgrade scheme for CLIC staging scenario B. Bunch Sﬂpﬂfﬂﬁﬂﬂ Ar ns 0.5 0.5 0.5
Accelerating gradient G MV/m 100 100 100
Key features: Total luminosity g 10 em—2s—! 1.3 3.7 5.9
. . Luminosity above 99% of /5 ot 10% em—2s-1 0.7 1.4 2
High gradient ;
Main tunnel length km 114 27.2 48.3
(energy/length) Charge per bunch N 10° 37 37 3.7
. . Bunch length o, um 44 44 44
Small _b_eams (luminosity) IP beam size G/, mm 100126~ 6015 | ~ 40/1
Repetition rates and Normalised emittance (end of linac) & /ey,  nm — 660/20 | 660/20
. Nomalised emittance £ /g nm 660/25 — —
b unc h ) p acin g Estimated power consumption Poail MW 235 364 53‘9




Automatic procedure L=1.OX103433m'232'1 1
scanning over many L=1.25x10°**cm=s-

structures (parameter sets) ' L=1.5x10%cm?s
L=2.0x103%*cm?st
Structure design fixed by few
parameters
a,;,a,,d;,d,,N_f,G

power [MAW]

Beam parameters derived
automatically

Cost calculated — and power

4

| cost [a,u.]
drivel
Edrive

o Luminosity goal significantly impact minimum cost
Noccod? Ex For L=1x1034cm™s1to L=2x1034cm™2st:

Ncombine

f Two-BeamBAcceleration@omplex? i COStS O 5 a.u. an d O ( 100M W)

ﬂ I'm dulelmstructure'"
Cheapest machine is close to lowest power

Drive@Beam@Generation@omplex?  MainBeamiGenerationfomplex?

Pklys'cron"]NkIystron'El'DBA'" Pklystron'" CO n S u m ptl O n



G Stages to be studied

* First stage: E__.=380Gey, 5 Conclusions Q!b
L=1.5x10%*cm%s?, L, ,,/L>0.6 HZ production
* Luminosity based on physics and => s ~ 250-450 GeV
machine studies in 2014 Top at theshold
* 420 GeV and 360GeV have also been =) s > 350 GeV

studied Re;t;il ?saismo - |:> \/S . 380 GeV
e Second stage: E_,.=0(1.5TeV)

Still good for HZ

T°p pair prOdUCtlon Provides valid top quark program

* Final stage: E_,;=3TeV, = s > 360 GeV
- 34 -2¢-1 Top pair BSM
L=5.9x10%*cms?, Ly ,,/L>0.3 D e » 3607 Gev

Why Does it Matter Q!B

* Higgs-strahlung ¢ 5
* Next natural steps: Optimised cost Total HZ cross section >w/ OHD) I |Gz
and power for given luminosity e e o BR(H | x>2) /|, - G
: HzZzZ !
, M |
¢ Hoper”y needed to redo Wlth * Total Higgs width determined from WW fusion process ;’
new LHC results at some point g 7| es OHDBRH! B | Fep |/
I O(HEY~BRH! tD) | Faww
W
e Ve |:> gHWW‘~\\\
and _ s glﬁWW
o(H@) »BRH! WW")/ =
H

:> rH everything else follows.... all fully M.

Mark Thomson CERN, January 30, 2015 7



AC oower (MW)

P_AC versus E_CM

& CLIC 1.5,3.3x10"34

CEPC goal,

< x10734 © ILC 1TeV

ILC, 1.8x10734
® LEP?

© LEP-SLC

€ CLIC 3, 6x10734

500 1000 1500 2000

CM Energy (GeV)

Other
Components

2500

Radio Frequency Magnets

Exp+ Area
9%
IIMW

RF Magnets
45% 21%
16IMW TSMW

45%
161MW

21%
TIMW

3000

3500

First stage luminosity optimised (scenario A)

Power reductions are being looked at:

* Machine parameters and technical
developments

Consider where the power is
dissipated (distributed or central)

Look at daily and yearly fluctuation

—can one run in “low general
demand” periods

Understand and minimize the
energy (consider also standby, MD,
down periods, running scenarios

— CERN energy consumption 2012: 1.35 TWh —

Low entry cost (scenario B)

2h w25
i F05Tev 14TeV CRCT E F05Tey 1.5TeV 3Tev ]
= 2:_ ] e 2-_ B
g f |'| ] & H ]
= 15F . < 15F ]
s = = ]
I:' 1__ . I:‘ 1__ J
= - i = L
& _l—l'r'_ ] 2
2 05F 1 2osd .
TR 1w
D'....l P IR ca 1] 0'....|.. M | M
0 5 10 15 20 0 5 10 15 20

Year
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P_AC versus E_CM

& CLIC 1.5,3.3x10"34

CEPC goal,

¢ 2x10734

< ILC 1TeV

ILC, 1.8x10734
® LEP?

< LEP-SLC

€ CLIC 3, 6x10734

Beyond the parameter optimization there are
other on-going developments (design/technical
developments):

500 1000 1500 2000
CM Energy (GeV)
Radio Frequency Magnets Other
Components

Exp+ Area
9%
IIMW

BIC 3%

(LAY Rl

RF Magnets
45% 21%
16IMW TSMW

45%
161MW

21%
TIMW

2500

3000

na
wn

—
o

Energy [TWh] per year

e
n

3500

Mo

—

=

First stage luminosity optimised (scenario A)

Use of permanent or hybrid magnets for the
drive beam (order of 50’000 magnets)

Optimize drive beam accelerator klystron
system

Electron pre-damping ring can be removed
with good electron injector

Dimension drive beam accelerator building
and infrastructure are for 3 TeV, dimension
to 1.5 TeV results in large saving

Systematic optimization of injector complex
linacs in preparation

Optimize and reduce overhead estimates

— CERN energy consumption 2012: 1.35 TWh —

Low enfry cost (scenario B)

EG.ST&VI 1.4Tev 3Tev ] E EO.STe\.-I' 15Tev 3|Tev§
- | 7 = 2F | .
C ] & | ]
C ] = 15F ]
’ = ;
C ] = ]
'__l_rr'_ E = I ]
C 2

= . 20_5'_ 7
: =l

[ P IR Ll 0'....|.. M | M
0 5 10 15 20 0 5 10 15 20

Year Year




Developments for costs

- 1 1 1 1 4
g 8 - Machine control
w F ] & operational infrastructure
= I 1 Civil engineering
6 i { . & services
= or 1 I 'nteraction region
m - E
3)_ 4 - 4 - Two-beam accelerators
(] B -1 ) _
E T { I Drive beam production
-— ~ -
w L - Main beam production
8 ,t { = p
m - -
=
m -
> -

05TeVA 05TevVB

First to second stage: 4 MCHF/GeV (i.e. initial costs are very significant)

Caveats:
Uncertainties 20-25%
Possible savings around 10%
However — first stage not optimised (work for next phase), parameters largely defined for 3 TeV final stage

CDR costs can now be updated
New parameters optimizing costs, affect mostly
initial stages
Technical developments, affects all stages

Too early for updated industrial quotes in some
areas (other areas can be updated)

2012 CHF versus 2015 CHF ?
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LINEAR COLLIDER COLLABORATION

Main activities

X-band Technologies

eX-band Rf structure Design
eX-band Rf structure Production
eX-band Rf structure High Power Testing

eNovel RF unit developments (high efficiency)
e|nstallation and Operation of High power Testing Facilities
*Basic High Gradient R&D

13


http://clic-study.web.cern.ch/content/clic-accelerator-activities

High-gradient accel. structure test status

:8:T024r05
TD26CC

BDR) 1/pulse/m

log

i i | | i i
0 20 40 60 80 100 120 140
Unloaded Accelerating Gradient MV/m

Results very good, design/performance more and more understood — but:
« numbers limited, industrial productions also limited
« basic understanding of BD mechanics improving

« condition time/acceptance tests need more work
« use for other applications (e.g. FELS) needs verification in coming years
In all cases test-capacity is crucial




Ge s

Previous: : i ) Y e E.> G ' | =4 ' NEXTEF at KEK
Scaled 11.4 GHz ez ] i ME =
tests at SLACand KEK. [t N e e | ASTA at SLAC

; TNt t A ‘ ... remain important,
&’B L’ MO—'Vd also linked to testing

of X-band structures

from Tsinghua and
N . SINAP

* XBox-1-T24, beam loading experiment yswongalieryz

ongoing and will continue.

XBox-2 — Finish crab cavity, TD26CC

next.

— Under preparation.
NEXTEF — Finish Tsinghua-built T24.
KEK-built TD24R05 next.

— Commissioning clone of our NI-
based control system. KEK/SLAC-built
TD24RO05 installed and ready to go.

Very significant increase of test-capacity:

First commercial 12 GHz klystron systems available
Confidence that one can design for good (and
possibly better) gradient performance

As a result: now possible to use Xband technology
in accelerator systems — at smaller scale




3 Accelerating structures in the pipeline

CLIC structures:

Other related structures:

*  Two TD26CC built and tested by KEK. Still superb * Structure in halves by SLAC. Potentially cheaper,
production hard materials, preconditioned surfaces possible.

* One TD26CC built by CIEMAT. Next step after *  Choke-mode damping by Tsinghua. Potentially
PETS. cheaper

*  Two T24s built by PSI in their production run. *  Four XFEL structures by SINAP. New application
Vacuum brazing alternative, benchmark for their with large potential.

production line.

*  One T24 built by SINAP. Potentially leads to large * High-gradient proton funded by KT (CERN

X-band installation.

technology transfer). New application.

*  Whole structure in industry — Technical
specifications are under preparation.
Industrialization, cost estimate.

Xband accelerating structures review e oesion EEm acane }——E}oﬂ” “

24-25.11.2014

N. Catalan Lasheras

Add 2 find dimensiond control .

(o | [ }-
|




PCRF " BC1 BC2
GUN
To FEL E<1.5GeV
T HR T [\ [ X-band | [\ X-band > FEL 4-80 nm
~0.1Gey ~0.3GeV ~ 2.6 GeV ~ 6.0 GeV ~01GeY ~0.3GeV ~0.7 GeV T
FEL<1 nm
~40 m . ~140m ) (_NE]_ITI__)
. X-band technology appears interesting for compact, relatively low P OBtk WA GE
cost FELs — new or extensions T et st o

Background (Shanghai Photon Science Center)

— Logical step after S-band and C-band
— Example similar to SwissFEL: E=6 GeV, Ne=0.25 nC, 5,=8um

580m |

. Use of X-band in other projects will support industrialisation

—  They will be klystron-based, additional synergy with klystron-
based first energy stage

. Started to collaborate on use of X-band in FELs

— Australian Light Source, Turkish Accelerator Centre, Elettra,
SINAP, Cockcroft Institute, TU Athens, U. Oslo, Uppsala
University, CERN

. Share common work between partners
—  Cost model and optimisation
— Beam dynamics, e.g. beam-based alignment
— Accelerator systems, e.g. alignment, instrumentation...

«  Define common standard solutions Important collaboration for X-band
— Common RF component design, -> industry standard

— High repetition rate klystrons (200->400 Hz now into test-
stands)

technology



X-band structures and testing

X-band Technologies:

* High gradient structures and high
efficiency RF (structure prod. in green)

* X-band High power Testing Facilities
(x3 increase) (in red)

* Use of X-band technologies for FELs

SLAC

$

KEK
Tsinghua

SINAP

CIEMAT
PSI

VDL
SLAC
CERN

Long history — latest TD26CC

T24 - VDL machined, Tsinghua assembled, H
bonding, KEK high-power test

CLIC choke

XFEL structure, KEK high-power test
T24, CERN high-power test

Four XFEL structures

TD24CC

Two T24 structures made at PSI using SwissFEL
production line including vacuum brazing

XFEL structure
T24 in milled halves
Structures and Test-stands

KT (Knowledge Transfer) funded medical linac

Mechanical design
At KEK

manufacturing tests
rf design phase
Agreement signed
H2020 proposal
Agreement signed

Mechanical design work
underway

H2020 proposal

machining

machining

Tsinghua
O,

SINA

©

KEK

&
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Experimental verification

*Drive Beam phase feed-forward and feedbacks
eTwo-Beam module string, test with beam
eDrive-beam front end including modulator development and injector

*Modulator development, magnet converters
*Drive Beam Photo Injector

eLow emittance ring tests

eAccelerator Beam System

20
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80

C test facility - CTF3

20 40 60 80 100 120
~ Power in accelerating structure (MW)

Phase feed-forward,
DB stability studies

{2 CR.STBPM01955

Chicane
4 A, 1.4us 120 MeV

Linac

CRSTEFMU1955%
0 nt signal
_5 ﬂ

CALIFES | -
Two-Beam studies, \I\1 0 \_J
itors, RF pulse sh
TBTS | \
30 A, 140 ns 60 MeV D / | ‘ | . .
r~1 5000 5500 6000 6500 F000

Power production,

RF conditioning/testing C L EX

with DB & further
decelerator tests

Injector



@' The next two years (2015-16)

""’"; ' Phase feed-forward -
: experiment = :
% T .”.’ ; Eﬁr? ‘,;";
LRl Ty OO f S TL
N T HHHL)@@': ' T @CI\R
g i |l 8
(Dmmr(ie). AN
CLEX . TR — S
4 1] ‘ Y L2 o ' Diagnostics R&D using
Dogleg Beam - =& - Cl_caures
loading :
experiment L|naC

f

TBL

Two Beam Module,
Wake-field monitors...

TBL deceleration




CLIC system tests beyond CTF3

* Drive beam development beyond CTF3

— RF unit prototype with industry
using CLIC frequency and
parameters

— Drive beam front-end (injector), to
allow development into larger
drivebeam facility beyond 2018

* Damping rings

— Tests at existing damping rings,
critical component development
(e.g. wigglers) ... large common
interests with light source
laboratories

* Main beam (see slide later)
— Steering tests at FACET, FERMI, ...
* Beam Delivery System (see slide later)
— ATF/ATF2

= Coatings,@hamber@esignzndaltra-

Modulator-klystrons, 1 GHz, 20 MW

500 MHz

Diagnostics

Al

X XX = = =
Gun 15'2"33 PB Buncher‘T Acc. Structures T
~ 140 keV ~ 3 MeV ~ 12 MeV
Super-conduct‘ing@vigglers Parameters BINP CERN/Karlsruhe
Byear [T] 2.5 2.8
Demanding@nagnet&echnology@ombined? ;" [k I p "
hy mm S
withRryogenics@ndtightheatdoaddromE -
synchrotron@adiationfabsorption) Beam aperture full gap [mm| 13 13
H| hEﬁre uencvRFBystem Conductor type NbTi NbSn,
g q A\ Y ] Operating temperature [K] 4.2 4.2
1GHZRFBystem@especting@owerBnd?

. o Ly
transienttbeamp@ y / (1 b,
m 5

low®acuump
Electron@loud@nitigation,How-
impedance,#ast-ionAnstability®

Kicker@echnology®
ExtractedibeamBtability®

[ xperimentalBrogramBet-upHord
measurements@nBtorage@ings@nda
test@acilities:?

ALBA[Spain),BANKAZGermany),?
BATFEJapan),LESRTAQUSA),B
BALSHAustralia)a. [l

DiagnosticsHordow@mittancen

'

damping main linac detector main linac damping
ring ring
e-source HRTML BDS BDS RTML o4 source



Performance verifications — CLIC

. Stabilise quadrupole
Our@oal.[ﬂ'] O(1nm) @ 1Hz

an@almost)EutomaticXorrectionl

Wellvant@o@nakeur@BBARIgorithmssEutomaticsiossible.fTwooolsthavebeen@eveloped.k B I l
SYSIDENd@BBARoOISE

SYSID:&
* Measuresihe@achine@®pticsi

CERN SYSID PLACET FLIGHT SIMULATOR
Correcter: Inf
’7 o — e ‘ ’7\ Pl ACFT -Raznmnza 1 ‘

DFSEtRheBLACAinach

[
s+quads
LIO4-LI10:3 ‘ b )
Incoming@scillation/dispersionsiaken 1) over about 200m
out@ndilattened;@mittancedndl11ZndE el (i »
emittance@rowthBignific ntly@educed.® Z4E05 g \Wire #2- 12|
= 1605 |WHLS-12 | n
E ,
mEmittance@tAl11Riteraton ) r— & -
X:33.2XE 0@k - - a . .
Y:27.82EL0 EnH = all B "
' ’ g -8.0E-06 ! = =
- ] ]
Emittance@tAl11Riteration)a s -
X:[8.7 13XE.0-S@n@ *Test of prototype shows
Y:@.873E0-SEn@ * vertical RMS error of 11pum

* i.e. accuracy is approx. 13.5um

S19@hos,®PR185EE

50
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Transverse wakefield [V/pC/m/mm]

-100

-200

-300

e-, NRTL

e+, SRTL

Dipole

e e+, Driven bunch

e e-, Withess bunch

CLIC-G TD26¢cc \

Transverse offset

FACET measurements of wakefields i

Dump

deflected orbit

— Gdfidl simulations
—&— Measurements

I |
0.08 0.1
bunch spacing [m]
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ATF2: Stabilisation Experiment

The CLIC coll. is very interested in a longer
term programme at ATF2 and ideas exist for:
Building 2 octupoles for ATF2 (to study FFS

tuning with octupoles)

Test of OTR/ODR system at ATF2

Test and use of accurate kicker/amplifier
system is considered

General support for ATF2 operation
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LINEAR COLLIDER COLLABORATION

Main activities

Technical Developments

eDamping Rings Superconducting Wiggler
eSurvey & Alignment

eQuadrupole Stability

*\Warm Magnet Prototypes

eBeam Instrumentation and Control
eTwo-Beam module development

eBeam Intercepting Devices

eControls
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http://clic-study.web.cern.ch/content/clic-accelerator-activities

Technical Developments are motivated by
several possible reasons:

« Key components for systemtests

« Critical for machine performance

» Aimed at cost or power reduction




Short term: some key issues

* Integration, ultra-high precision engineering and manufacturing

» Magnetic measurements with a vibrating stretched wire (and alternative
based on printed circuit boards rotating search coils)

* Determination of the electromagnetic centre of BPM and RF structure

using a stretched wire

» Absolute methods of measurements: new measuring head for CMM,
combination of FSI and micro-triangulation measurements as an

alternative

* Improve seismic sensors and study ground motion
* Nano-positioning system to position the quadrupole and BPM

Alignment targets / MM

sitioning |

Seismic sensor

FSI or/and micro
triangulation

Stretched wire

Pre-alignment
sensor interface

Long term

* Preparation of industrialization
» Optimization of performances
and precision in all domains

» Extrapolation to other

components
DMP ES
ELTOS IT
ETALON DE
METROLAB CH
SIGMAPHI FR

Hexagon Metrology DE

National Instruments HU

TNO NL
Cranfield University GB
ETH Zirich CH
LAPP FR
SYMME FR
University of Sannio IT
IFIC ES
University of Pisa IT
Delft University of Technology ~ NL




G summary K

The goals and plans for 2015-19 are well defined for CLIC, focusing on the high
energy frontier capabilities — well aligned with current strategies — also
preparing to align with LHC physics as it progresses in the coming years:

 Aim provide optimized stages approach up to 3 TeV with costs and power not
too excessive compared to LHC

* \Very positive progress on X-band technology, due to availability of power
sources and increased understanding of structure design parameters

— Applications in smaller systems; FEL linacs key example — with considerable interesting in the
CLIC collaboration

e Also recent good progress on performance verifications, drivebeam, main
beam emittance conservation and final focus studies
— BBA discussions, BDS/ATF important
— CTF3 running and plan until end 2016, strategy for systemtests beyond

e Technical developments of key parts well underway — with increasing
involvement of industry — largely limited by funding

e Collaborations for CLIC accelerator and detector&physics studies are growing
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Slides/figures/advice from CLIC collaboration members. Knowingly from L.
Linssen, M.Thomson, A. Latina, K.Kubo and ATF colleagues, D.Schulte,
R.Corsini, W.Fang, WWuensch and X-band team, , F.Tecker, T.Lefevre,
M.Modena, N.Catalan, C.Garion, I.Syratchev, H.Mainaud Durant and

PACMAN team, R.Tomas, Y.Papaphilippou, G.D’Auria, ... and several more
unknowingly or indirectly
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